
1.  Introduction
Green Bay is the largest freshwater estuarine system on earth, drains one-third of Lake Michigan basin and 
delivers one-third of the lake's total phosphorus load (Klump et al., 2018). The International Joint Commis-
sion designated southern Green Bay as an area of concern (AOC) in the 1980s due to several instances of 
ecosystem degradation including (but not limited to) eutrophication, harmful algal blooms (HABs), hypox-
ia, lost or altered habitat, and reduced water quality.

Green Bay has stimulated a significant amount of widely relevant research on the fate and behavior of 
toxics, biogeochemistry, habitat, biodiversity, and ecological processes. In particular, previous research 
relevant to hydrodynamics and sediment transport in Green Bay includes studies carried out on Green Bay, 
studies done on Lake Michigan and the Laurentian Great Lakes watershed, and studies done on marine es-
tuaries. We will first concisely list those previous studies, then briefly explain how the present study differs 
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Plain Language Summary  Green Bay is a unique ecosystem located in the largest freshwater 
system on earth, the Laurentian Great Lakes. Almost one-third of tributary waters to Lake Michigan flow 
through Green Bay. Human activities in the watershed produce excessive amounts of contaminated and/
or nutrient-rich sediments that are discharged to the bay. Sediments are not efficiently transported to Lake 
Michigan due to physical conditions in Green Bay, leading to ecosystem degradation, environmental and 
public health risks. We studied the movement, transport, and fate of sediments in Lake Michigan, with 
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recycling in freshwater estuaries, and will improve future restoration efforts and management plans.
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in geophysical terms, present the focus and goals of this research, and describe its place within current 
research needs in Green Bay.

Relevant previous research to hydrodynamics and sediment transport in Green Bay include studies on sedi-
ment resuspension and particle settling velocities (Eadie et al., 1991), measurement of horizontal sediment 
transport (Hawley & Niester, 1993), on patterns of mass sedimentation and of deposition of sediment con-
taminated by PCBs (Manchester-Neesvig et al., 1996), on sedimentary phosphorus (Klump et al., 1997), 
modeling hydrodynamics, sediment transport and sorbent dynamics (HydroQual Inc., 1999), on benthic 
carbon and nitrogen mass balances (Klump et al., 2009), explaining the role of circulation and heat fluxes 
in the formation of stratification leading to hypoxia in Green Bay (Hamidi et al., 2015), a biogeochemical 
analysis of hypoxia in Green Bay (Labuhn, 2017), analysis of the physical drivers of the circulation and ther-
mal regime impacting seasonal hypoxia in the bay (Bravo et al., 2017), satellite-based estimations of surficial 
sediment transport (Hamidi et al., 2017), quantifying the influence of cold-water intrusions in Green Bay 
(Grunert et al., 2018), and estimation of transport timescales (Bravo et al., 2020). Previous relevant research 
done on Lake Michigan and the Laurentian Great Lakes watershed include studying influences of suspend-
ed sediments on the ecosystem in Lake Michigan (Chen et al., 2004; Ji et al., 2002), observations of sedi-
ment transport in Lake Erie (Hawley & Eadie, 2007), analysis of sediment resuspension mechanisms and 
their contributions to high-turbidity events in Lake Erie (Niu et al., 2018; Valipour et al., 2017), 3D coupled 
bio-physical modeling experiments on the St. Clair River, Lake St. Clair, and Detroit River System (Ander-
son et al., 2010) and Lake Erie (Lin et al., 2021; Valipour et al., 2016), relationships between wind-driven 
and hydraulic flow in Lake St. Clair and the St. Clair River Delta (Anderson & Schwab, 2011), simulating a 
phytoplankton bloom in Lake Michigan using a coupled physical-biological model (Luo et al., 2012), pre-
dicting the oscillating bi-directional exchange flow in the Straits of Mackinac (Anderson & Schwab, 2013), 
modeling the climatology of seasonal general circulation and thermal structure in the Great Lakes (Bai 
et al., 2013), modeling the effect of invasive quagga mussels on the spring phytoplankton bloom in Lake 
Michigan (Rowe et al., 2015), investigating the thermal response to meteorological forcing in a hydrody-
namic model of Lake Superior (Xue et al., 2015), modeling Escherichia coli at Beaches in Southern Lake 
Michigan (Safaie et al., 2016), modeling of dreissenid mussel impacts on Lake Michigan (Shen, 2016), mod-
eling wind-waves from deep to shallow waters in Lake Michigan (Mao & Xia, 2017), biophysically modeling 
the influence of invasive quagga mussels, phosphorus loads, and climate on spatial and temporal patterns 
of productivity in Lake Michigan (Rowe et al., 2017), a study on the dynamics of wave-current-surge inter-
actions in Lake Michigan (Mao & Xia, 2020), and an investigation of the drivers of warmings in deep-waters 
of Lake Michigan (Anderson et al., 2021).

There is vast research on marine estuaries, so we will just mention as examples the book Estuarine Ecohy-
drology by Wolanski and Elliott (2015), a study on the impact of tides and winds on estuarine circulation in 
the Pearl River Estuary (Lai et al., 2018), a study on the influence of suspended sediment front on nutrients 
and phytoplankton dynamics off the Changjiang Estuary (Ge et al., 2020), and an article on estuarine ecohy-
drology study of sediment transport in coastal zones by (Ouillon, 2018). Wolanski and Elliott (2015) defined 
an estuary as a semi-enclosed body of water connected to the sea as far as the tidal limit or the salt intrusion 
limit and receiving freshwater runoff, recognizing that the freshwater inflow may not be perennial (i.e., it 
may occur only for part of the year) and that the connection to the sea may be closed for part of the year 
(e.g., by a sand bar), and that the tidal influence may be negligible. Sediments determine the estuarine bed 
habitats (i.e., the fundamental niche for the fauna and flora on the bottom) and they influence organisms in 
the water column. Sediments are mobile and their dynamics occur at time scales of millennia, of intermedi-
ate timescales due to the tides, of storms, of river floods, of the seasons, and of turbulence.

The Green Bay estuary is a semi-enclosed body of water connected to the freshwater Lake Michigan as 
far as the limit of lake intrusion and receiving freshwater runoff. The circulation, thermal regime, wave 
regime, and sediment transport in Lake Michigan and its Green Bay estuary are driven by the momentum 
flux generated by wind, the heat flux across the water surface, the Earth's rotation, thermal stratification, 
and topography (Bravo et  al.,  2017). While marine estuaries are subject to tidal influence and saltwater 
intrusion, in freshwater estuaries like Green Bay, the tidal influence is relatively smaller and salinity effects 
are nonexistent. The role of the large receiving and exchanging large body of water is played by lake water 
intrusion of currents, waves, and transport of waters with very different quality parameters such as density, 
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temperature, and conductivity. Understanding the simultaneous effects of tributary flows and lake water 
intrusions is vital to comprehend the dynamics of freshwater estuaries.

Previous hydrodynamic and transport modeling of Green Bay was done either by employing nested models 
of the bay that represent the exchange of mass, energy, and momentum with Lake Michigan using poten-
tially problematic open boundary conditions, generally obtained from low-resolution lake models (Hamidi 
et al., 2015; HydroQual Inc., 1999), or else using whole-lake models that lack the desired high resolution in 
the bay (Lee et al., 2005, 2007; Lou et al., 2000; Mao & Xia, 2017; Rowe et al., 2015, 2017; Safaie et al., 2016; 
Shen, 2016). The study presented herein bypasses the use of open boundary conditions by developing a sin-
gle hydrodynamic, wave, and sediment transport model of the lake that has high resolution in the bay and 
in the exchange zone between the open lake and the bay.

The purposes of this research were to: (a) use the existing database of hydrodynamic, wave, and sediment 
field data to develop a predictive model of sediment transport in Lake Michigan, with an emphasis on Green 
Bay; (b) use the sediment transport model to contribute to understanding ecological and environmental 
problems in the bay, and to recommend long-term solutions; and (c) analyze summertime patterns of circu-
lation, wave action, current and wave-induced bottom shear stress, thermal structure, and sediment trans-
port in Lake Michigan, with special attention to Green Bay. The sediment transport model is designed to be 
a compatible component of the NOAA Lake Michigan-Huron Operational Forecast System (LMHOFS) for 
future water quality and shoreline protection applications for Lake Michigan and other Great Lakes.

Green Bay represents a true “proving ground” for adaptive restoration. Among the main recommendations 
of a recent summit on the “Ecological and Socio-Economic Tradeoffs of Restoration in the Green Bay Eco-
system” was the creation of a “Green Bay Ecosystem Simulation and Data Consortium” serving as a data 
clearing house, building upon the significant progress to date, and developing a modeling framework and 
visualization tools, furthering public outreach efforts, and ensuring a sustained growth in scientific exper-
tize (Klump et al., 2018). Gaps in biogeochemistry and hydrodynamics identified during the restoration 
summit include incorporation of wind-wave models and an understanding of resuspension and its role in 
carbon and phosphorus cycling, the delineation of diagenetic versus rapid carbon remineralization and its 
influence on sediment and water column respiration, the role of denitrification and nitrogen-fixation in the 
overall nitrogen budget for the bay and its link to nutrient stoichiometry and phytoplankton and cyanobac-
terial production. Extending models to multiple-year simulations, linking to refined watershed models, and 
engaging a complete range of downscaled regional climate scenarios to assess the magnitude of projected 
variability for the 21st century are necessary to provide more robust projections and guide expectations 
for adaptive management efforts (Klump et al., 2018). The present study addressed the incorporation of 
physical processes including wind-wave dynamics and sediment transport, will be used to extend models 
to multiple-year simulations, will engage downscaled regional climate scenarios to assess variability during 
the 21st century, and sets the stage for future work on other biogeochemical modeling gaps listed above.

2.  Model Components and Formulation
Physically based sediment transport modeling is essential in Green Bay due to complicated conditions of 
the system dynamics. Previous efforts intended to understand physical processes and particle dynamics in 
Green Bay faced obstacles in model development. Major obstacles included the use of Cartesian structured 
rectangular grids in POM-based models that limits the representation of small-scale shoreline features in 
Green Bay, and difficulties in modeling thermal structures and stratified flows in the shallow estuarine 
systems, especially during upwelling or downwelling events. Challenges in the implementation of Envi-
ronmental Fluid Dynamics Code (EFDC) models were difficult documentation and neglected wind-wave 
effects. Additionally, those models are computationally expensive and not very efficient if a high-resolution 
grid in a large domain such as Lake Michigan is implemented.

To overcome those obstacles, a state-of-the-art modeling approach, the Finite-Volume Community Ocean 
Model (FVCOM) was used in this research. FVCOM's features such as the use of an unstructured-grid solver 
and a parallel mode computation option make it a suitable candidate for the Green Bay sediment transport 
model. FVCOM is also equipped with several water quality tools that can integrate different physical and 
biogeochemical processes and enhance the implementation of transport models in restoration applications.
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2.1.  Circulation Model: FVCOM

Developed by Chen et al. (2003), FVCOM is a free-surface, primitive-equation ocean model and is a pow-
erful numerical solution of the conservation of mass, momentum, and energy principles that solves for 
currents, temperature, salinity, density, and other hydrodynamic variables in a 3D Cartesian grid space. 
FVCOM accounts for Coriolis effect and uses a modified MY-Level 2.5 turbulence closure scheme (Mellor 
& Yamada,  1982) for vertical mixing calculations and Smagorinsky's  (1963) eddy scheme for horizontal 
mixing.

FVCOM has several features that make it an efficient computational tool for the physical modeling of large 
lakes. FVCOM runs based on unstructured sigma-coordinated (terrain-following) grids, in which the 3D 
domain is discretized into triangular finite volumes. That feature increases model flexibility in representing 
irregular geometry of shorelines in the Green Bay estuary and preserves fine features of several peninsulas 
and islands that restrict physical processes in the bay. Additionally, FVCOM is computationally efficient 
because it runs in parallel and also adopts a split mode numerical scheme, in which it first calculates the 
water surface elevation and depth-averaged currents in the external mode and then solves for the vertical 
diffusive transport in a 3D internal mode.

FVCOM has been successfully implemented in various hydrodynamic applications such as coastal mode-
ling (e.g., Chen et al., 2003, 2007; Huang et al., 2008; B. Li et al., 2017; J. Li et al., 2018; Zhang et al., 2018), 
Great Lakes studies (e.g., Anderson & Schwab, 2011; Anderson et al., 2010; Bai et al., 2013; Mao et al., 2016; 
Mao & Xia, 2020; Read et al., 2010; Shore, 2009; Xue et al., 2015), and modeling rivers, straits, and chan-
nels (e.g., Anderson & Phanikumar, 2011; Anderson & Schwab, 2013; Guerra et al., 2017; Lai et al., 2018). 
It has also been coupled with water quality and biogeochemical models in various case studies (e.g., Luo 
et al., 2012; Rowe et al., 2015, 2017; Safaie et al., 2016; Shen, 2016). In this study, we used FVCOM version 
4.1 to develop the physical circulation model of Lake Michigan.

2.2.  Wave Model: FVCOM-SWAVE

Sediment movement is primarily due to advective-diffusive transport in the water column; however, sed-
iment processes near the bottom are significantly affected by the wave interactions. Therefore, the imple-
mentation of wave actions in the sediment model is an important step toward simulations of more realistic 
current-wave-sediment interactions in the bottom boundary layer. Simulating WAves Nearshore (SWAN) 
model is adopted by FVCOM (FVCOM-SWAVE) as the wave simulator. SWAN was developed by Booij 
et al.  (1999) and models wave evolution using transport equations to solve for wave action density N as 
follows:

 

  
   

    
    

yx wc NN c N c N c N S
t x y

� (1)

where N is the energy density E divided by the relative frequency σ, N(σ,θ) = E(σ,θ)/σ, (cx, cy) are the prop-
agation velocities in the (x, y) Cartesian grid coordinates, σ and θ are the intrinsic wave frequency and di-
rection, cσ is the propagation velocity due to variations in depth and currents, cθ is the propagation in wave 
direction, and Sw is acting as a source/sink term to represent the effects of wind-wave generation, energy 
dissipation due to whitecapping, depth-induced wave breaking, bottom friction, and nonlinear wave-wave 
interactions. Specific details of the SWAN model formulation and validation are described in the literature 
(Booij et al., 2004; Ris et al., 1999). SWAN is a structured-grid wave model and was converted to an unstruc-
tured-grid finite-volume model to be consistent with FVCOM (Chen et al., 2013; Qi et al., 2009).

SWAN has become popular in various applications including ocean wave simulations, engineering appli-
cations, modeling coastal and estuarine systems, and wave forecasting studies (Chen et al., 2018). SWAN 
is particularly adjusted for coastal regions with shallow waters, which makes it suitable for modeling sedi-
ment transport in Green Bay. Recent applications of the SWAN in studying Lake Michigan wave dynamics 
have also indicated good performance and applicability of the model for the Green Bay sediment transport 
studies (Mao et al., 2016; Mao & Xia, 2017).
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2.3.  Sediment Transport Model: FVCOM-SED

We used the FVCOM built-in sediment transport model (FVCOM-SED) in this study to model sediment 
processes in Green Bay and Lake Michigan. FVCOM-SED was developed based on the Community Sedi-
ment Transport Modeling Systems (CSTMS) by Warner et al. (2008) and was further modified to account 
for cohesive and mixed sediment dynamics (Sherwood et al., 2018). CSTMS was developed to be coupled 
with the structured-grid-based Regional Ocean Modeling System and was modified to be consistent with 
FVCOM unstructured-grid solver (Chen et al., 2013).

FVCOM-SED accounts for several sediment mechanisms including suspended and bedload transport, lay-
ered bed dynamics, and erosion/deposition actions for an unlimited number of cohesive and non-cohesive 
sediment classes. Each sediment class is characterized by mean grain diameter, particle density, settling 
rates, and bed erosion characteristics. Each bed layer is defined based on the bulk characteristics of sedi-
ment classes in that layer and its initial thickness. The FVCOM-SED version 4.1 was only able to initiate the 
sediment transport model based on the uniform distribution of sediment classes in the entire domain. That 
seems to be an unrealistic assumption for Lake Michigan sediment stratigraphy. Therefore, we updated the 
code so that the model can take user-defined non-uniform distribution of sediment classes in the bed layer 
(Khazaei, 2020, Appendix A).

Bed layer characteristics, in particular thickness, is immediately affected by sediment actions such as ero-
sion and deposition. In order to keep the number of bed layers constant throughout the simulation, an ac-
tive layer is considered on top of sediment layers. The thickness of this active layer (za) is calculated in each 
time step based on the Harris and Wiberg's (2001) formulation as follows:

      1 sf ce 2 50max , 0az k k D� (2)

where τsf is the maximum bottom friction shear stress due to combined effects of currents and waves (N/
m2), τce is the critical shear stress for erosion (N/m2), D50 is the median grain diameter at the sediment-water 
interface (m), and k1 and k2 are empirical constants with values of 0.007 and 6.0, respectively. Sediment 
transport is limited to the mass available in the active layer in each time step.

The total load is the accumulated suspended load in the water column and bedload. FVCOM-SED calculates 
the suspended load by accounting for advective and diffusive concentration-based transport in the water 
column, as follows:

             
                       

Source/sink
1

H H V
z

C uC vC wC C C CA A A C
t x y z x x y y z z H

� (3)

where C is the suspended sediment concentration, (u, v, w) are the three components of currents in the (x, 
y, z) Cartesian grid space, AH and AV are the horizontal and vertical eddy viscosity, and Hz is the thickness of 
grid cells. Csource/sink accounts for additional vertical transport mechanisms due to settling and resuspension:


  

source/sink s
CC E

S
� (4)

where ω is the settling velocity positive in the upwards direction (m/s) and Es is the erosion rate (kg/m2/s) 
in the vertical sigma coordinate direction S. Ariathurai and Arulanandan (1978) defined erosion rates of 
cohesive soils as a function of bed erodibility constant, sediment porosity (top layer sediment particles in 
this case), maximum bottom shear stress, and critical shear stress for erosion. Transport of suspended load 
is constrained to a zero-flux boundary condition at the surface of the water column and the net balance 
between erosion and deposition at the bottom.

While the suspended load includes the flux of sediment mass at the sediment-water interface and transport 
in the water column, the bedload is considered as the horizontal exchange within the top layer of the bed 
and is estimated based on the Hans Albert Einstein's definition of nondimensional volumetric sediment 
flux:

  bl 50 501sq q D s gD� (5)

where qbl is the horizontal bedload transport rate (m2/s) and s = ρs/ρw is the specific density of sediments in 
the water. qs* is the magnitude of the nondimensional transport rate and could be determined based on the 
Meyer-Peter and Müller's (1948) scheme.
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Mixed-sediment bed processes occur when both cohesive and non-cohesive sediments are present and there 
is a considerable amount of mud (fine cohesive sediment) in the sediment layer (Mitchener & Torfs, 1996). 
FVCOM-SED (and CSTMS) adopts a method similar to Le Hir et al. (2011) and Mengual et al. (2017) to force 
resuspensions, in which mixed beds form when a mud content of 3%–30% is present in the sediment layer. 
Their strategy is tested and recommended for implementation in real case 3D hydro-sedimentary modeling 
applications. This approach means that in mixed-sediment bed conditions effective critical shear stress of 
the bottom (τce,eff) is calculated based on a weighted combination of critical shear stresses of cohesive and 
non-cohesive portions of the bed:

        ce,eff cb ce cemax 1 ,c cP P� (6)

where τce is the critical shear stress for each sediment class, τcb is the bulk critical shear stress for the sedi-
ment layer based on Sanford's (2008) approach, and Pc is the dimensionless cohesive behavior parameter. Pc 
is a function of the mud content in the bed layer with lower values denoting a non-cohesive behavior and 
vice versa. It is important to note that while the bed erodibility of non-cohesive sediment is treated as the 
property of individual sediment classes, the erodibility of cohesive sediment is treated as the bulk property 
of the bed. Following Sherwood et al. (2018), the equilibrium bulk critical shear stress τcb,eq is defined in 
terms of an exponential profile defined by a slope and offset:

 


 
 
 
 

cb,eq
ln offset

xp
slope
pz

a e� (7)

where zp is mass depth defined as the cumulative dry mass of sediment overlying a given depth in the bed 
(kg/m2) and a = 1 Pa m2/kg is a dummy coefficient that produces the correct units of critical shear stress. 
The parameter values of offset = 2 ln(kg/m2), slope = 5 ln(kg/m2), and timescale for consolidation Tc = 8 hr 
were based on the recommendations of the CSTMS and FVCOM-SED settings.

FVCOM-SED is fully coupled with the FVCOM ocean model and FVCOM-SWAVE to account for the cur-
rent-wave-sediment interactions (Chen et al., 2013). More details of the CSTMS model, mixed sediment 
transport mechanisms, and model validation are provided in the literature (Sherwood et al., 2018; Warner 
et al., 2008). In Section 3.3, we elaborate on the characterization of different sediment classes and their 
properties for the Lake Michigan sediment transport model.

3.  Model Design
3.1.  Study Area

While the focus of the current study is Green Bay, to avoid the uncertainty and difficulty of obtaining inter-
nal or open-lake boundary conditions at the connection straits with Lake Michigan, a whole-lake model is 
developed. Green Bay is 190 km long in its longest axis and, on average, is about 20 km wide. With an av-
erage and maximum depths of approximately 20 and 50 m, respectively, Green Bay is considered a shallow 
coastal water body. The maximum depth in Lake Michigan is about 280 m.

Chambers Island cross-section divides Green Bay into lower and upper sections. Lower Green Bay is 
the hotspot of environmental issues, where Fox River discharges runoff from the heavily developed and 
stressed Fox River watershed into the bay. The watershed is mostly covered by vegetated areas (Khazaei 
& Wu, 2018), and the cities of Appleton and Green Bay, large industrial sites, and farmlands impact the 
concentration and quality of particles running into the river (Klump et al., 1997; Velleux et al., 1995). The 
Fox River alone contributes about two-thirds of the nutrient and particulate tributary loading into Green 
Bay and almost one-third of the total phosphorus load to Lake Michigan (Harris & Christie, 1987). Figure 1 
shows the location of Lake Michigan and Green Bay in the Great Lakes basin and Green Bay AOC.

3.2.  Grid and Simulation Specifications

Circulation and transport mechanisms are very sensitive to the morphology of the system. Shallow waters 
and the complex geometry of the Green Bay shorelines require a fine grid that can resolve those detailed fea-
tures (Figure S1). Long Tail Point and Little Tail Point Islands located on the western shore of lower Green 
Bay, Green and Chambers Islands in the central bay areas, as well as Plum, Detroit, Washington, Rock, St. 
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Martin, Poverty, Summer, and Little Summer Islands in the exchange zone of the Lake Michigan and Green 
Bay were incorporated in the grid (see Figure S2). Also, the coastline data was updated to include the Cat 
Island, a feature that is crucial in modeling the circulation and transport in the Green Bay AOC.

Bathymetry and shoreline data, used to generate the Lake Michigan unstructured grid (Figure  S3), are 
based on NOAA datasets (National Geophysical Data Center,  2015; NOAA,  2017) and were updated in 

Figure 1.  Green Bay Location in Lake Michigan and the Great Lakes basin. Lower insets show Lake Michigan and the Green Bay area of concern (AOC). 
Buoy stations and USGS gauges used in this study and their abbreviations are also shown in the Figure. Cross-sections A-A’, B-B’, and C-C’ are used to look at 
transport patterns in different locations across the bay.
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the southern Green Bay to represent recent changes of the bathymetry due to the dredging of navigational 
channel project.

The Lake Michigan grid in this study includes 52,574 triangular elements/cells, 28,985 nodes, and is verti-
cally discretized to 20 σ-layers, that is, layers follow terrain variations that are uniformly distributed in the 
water column. The grid is designed very dense in Green Bay, where element side length varies between 50 
to 1,500 m from the mouth of Fox River to upper Green Bay. Since the focus of our model is to simulate 
sediment transport in Green Bay, a coarser grid resolution is used for the main body of Lake Michigan for 
the sake of computational efficiency. Given the suggested summertime baroclinic Rossby radius of 5 km 
in the Great Lakes, it is critical to use a grid size less than 5 km within the 8–10 km of the coastal areas 
(Beletsky et al., 1997, 2006). Therefore, cell side length in the Lake Michigan grid was designed to vary be-
tween 1,000 m in the shorelines to about an average of 5 km in the central lake areas. A relatively fine grid 
is constructed near the connecting straits to be able to accurately account for the exchanges between the 
lake and the bay.

FVCOM-SWAVE offers various options suitable for the simulation of waves in different physical conditions 
(Booij et al., 1999, Table 1). In this study, the wave model was adjusted by selecting from those options based 
on recommendations in the literature (Mao et al., 2016; Ris et al., 1999), and our comparisons of simulated 
results against the validation buoys in nearshore and deep-water areas of Lake Michigan. In this regard, the 
third generation of the SWAN wave model (Booij et al., 1999) with quadruplet wave-wave interactions of 
Hasselmann et al.'s (1985) was adopted for this study. We also used Komen et al.'s (1984) formulation for 
wind growth and whitecapping, Hasselmann et al.'s (1973) expressions for bottom friction, and Battjes and 
Janssen's (1978) formulation for depth-induced breaking calculations. We also selected 60 as the number of 
steps in the relative frequency space.

3.3.  Sediment Classification and Properties

Sediment transport models require a set of standard parameters for model simulations, which can be ob-
tained through observations, lab experiments, and/or calibration. Those important parameters include par-
ticle density (ρs), mean diameter (D50), and porosity (φ). Prediction of sediment transport is also very sen-
sitive to erosion and deposition characteristics of the particles such as critical shear stress for erosion (τce) 
and settling rates (ω). A previous Lake Michigan sediment transport model has found ∼40% deviations in 
results by changing these parameters (Lee et al., 2005), yet, the model had the most sensitivity to the fraction 
of fine-grained particles in the sediment mixture. Therefore, it is important in the first place to define the 
distribution of sediment classes in the bed layer.

We extracted information from several studies to obtain a general understanding and reasonable estimates of 
sediment characteristics in Green Bay. The next steps included using soil classification methods/standards 

Sediment class 1 2 3 4 5 6 Source

Sediment type Clay Fine Silt Coarse Silt Fine Sand Coarse Sand Gravel Moore et al. (1973), 
Wisconsin DNR (2000), 

and Lee et al. (2007)

D50 (mm) 0.001 0.008 0.05 0.1 0.5 2 Jones (2000) and Yolcubal 
et al. (2004)

ρs (kg/m3) 2,300 2,300 2,300 2,450 2,450 2,450 Wisconsin DNR (2000)

Φ (%) 97.5 97.5 97.5 85 75 60 Manchester-Neesvig 
et al. (1996)

ω (mm/s) 0.001 0.02 1.01 4.95 57.04 175.31 García (2008)

τce (N/m2) 0.008 0.029 0.09 0.18 0.25 1.10 García (2008)

E0 (kg/m2/s) 0.0005 0.0025 0.005 0.005 0.005 0.005 Ariathurai and 
Arulanandan (1978)

Table 1 
Sediment Properties and Erosion/Deposition Characteristics Used in the Lake Michigan Sediment Transport Model
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and consultation with experts to narrow down the ranges defined for each parameter in the literature. Fi-
nally, some of these model parameters were adjusted based on model calibration.

There are few studies of Green Bay sediment classes and their distribution. Field observations and analysis 
of sediment samples (HydroQual Inc., 1999; Jones, 2000; Moore et al., 1973; Wisconsin DNR, 2000) have 
found clay, silt, and sand are the major constituting variables of lower Green Bay. As we move from south, 
near the mouth of Fox River, to the north, near the connecting straits, mud content decreases in the bed lay-
er and the upper Green Bay bed is mostly formed by sand and gravel. We compiled these findings with Lee 
et al.'s (2007) recommendations for Lake Michigan and estimated bottom sediment stratigraphy as shown in 
Figure S4. These patterns are also consistent with distributions of cohesive sediment in Green Bay (Hydro-
Qual Inc., 1999). It is important to mention that the composition of the benthic zone in Lake Michigan has 
changed due to the invasion of Zebra and Quagga Mussels. Zebra mussels were first observed in Green Bay 
in 1991 and Quaggas in 2003. In lower Green Bay and the inner bay, the distribution of dreissenid mussels is 
patchy (Qualls et al., 2013) and in the depositional areas of the bay they are absent. This is almost certainly 
due to recurring summertime hypoxia in the mid and lower bay (Kaster et al., 2018; Klump et al., 2018). Hy-
poxic events have also been repeatedly observed from time series dissolved oxygen sensors deployed recent-
ly in the shallow waters of the inner bay. The influence of dreissenid on sediment resuspension is difficult 
to judge with certainty, but would appear minor relative to physical processes. Those changes are neglected 
in the assignment of bottom sediment initial conditions, yet have to be considered in future studies for im-
proved simulations of sediment transport when sufficient information becomes available (see Figure S5).

We identified six sediment classes for the current model development and determined sediment mean diam-
eter based on the U.S. Department of Agriculture (USDA) soil classification standard (Yolcubal et al., 2004) 
as shown in Table 1. Density and porosity of different sediment classes were also estimated based on the 
analysis of sediment samples taken in Green Bay (Manchester-Neesvig et al., 1996; Wisconsin DNR, 2000).

Previous studies have shown wide ranges of sediment settling/fall velocity in Green Bay. NOAA sediment 
trap study found settling velocities of about 6–70  mm/s in stratified conditions (summertime) and 14–
200 mm/s during unstratified periods. We used a method proposed by Soulsby (1998) that estimates fall 
velocity based on sediment mean diameter and density and viscosity of water. This method is suitable for 
fine-grained sediments, therefore, we used for coarser sediment classes a graphical method explained by 
García (2008, p. 42), which requires the same variables as Soulsby's method.

While settling velocity governs deposition, bottom erosion and resuspension events are controlled by critical 
shear stress for erosion which we estimated based on the definition of Shields nondimensional critical shear 
stress (τc*). τc* can be found based on the modified Shields diagram (Parker, 2004) or alternatively for finer 
particles based on Mantz's (1977) empirical relationship. Critical shear stress for erosion is then a function 
of τc*, particle density, and mean sediment diameter according to the Shields formulation.

FVCOM-SED requires a bed erodibility constant (E0) in order to estimate bottom sediment fluxes. A wide 
range of values is suggested in the literature for E0. Ariathurai and Arulanandan (1978) conducted several 
tests on more than 200 natural or lab-synthesized fine and cohesive sediment samples and suggested values 
between 5 × 10−4 and 5 × 10−3 kg/m2/s. Analysis of those samples has shown that the slope of erosion rate 
curves increases proportionally to critical shear stress for erosion.

3.4.  River Inputs

Tributary loadings are the major input fluxes into Green Bay. Required river inputs for the circulation, wave, 
and sediment transport models are discharge, temperature, and total suspended solids (TSS) at river mouth 
that were estimated in this study based on daily USGS observational data. USGS observations during the 
2011–2019 period show average inflowing discharge of 170, 24, 29, and 106 m3/s and TSS concentrations of 
24, 0.24, 0.03, and 3 mg/L for the Fox, Oconto, Peshtigo, and Menominee Rivers, respectively. Those statis-
tics indicate that the Fox and Menominee Rivers have more influence on circulation and thermal regimes 
in Green Bay, hence they were included as boundary conditions of the model.

It should be noted that riverine TSS loading into the bay is estimated based on empirical relationships de-
veloped using USGS observations of discharge and turbidity at the mouth of Fox River (gage ID: 40851385) 
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and cruise measurements of turbidity and TSS by the city of Green Bay Sewerage district, now NEW Water, 
at this location (Khazaei, 2020; Khazaei et al., 2018; NEW Water, 2017). The Fox River sediment load com-
position varies by flowrate. For the regular summertime flowrates in the Fox River (less than ∼300 m3/s), 
observations by Jones (2000) show that ∼50% of Fox River sediments are very fine materials with mean di-
ameter size less than 0.005 mm, ∼40% are materials with a mean dimeter of 0.05 mm, and ∼10% are coarser 
materials. Therefore, we assumed 50% Clay, 35% Fine Silt, 10% Coarse Silt, 3% Fine Sand, and 2% Coarse 
Sand in the incoming river loads.

3.5.  Field Data and External Forcing

Previous efforts in modeling physical and biogeochemical processes in Green Bay have been challenged by 
the scarcity of relevant hydrodynamic and water quality observational data. Recent data collection efforts, 
such as continuous monitoring of turbidity at Green Bay West and East buoys in the southern bay (Mill-
er, 2020), have made the development and validation of a sediment transport model for Green Bay possible. 
As explained above, we used NEW Water turbidity and TSS cruise data to convert turbidity observations 
into TSS time series. In addition, seven buoy stations in Lake Michigan and Green Bay were used to validate 
hydrodynamic and wave models, that is, southern Green Bay, Atwater Beach in Milwaukee nearshore zone, 
Sleeping Bear Dunes, North Michigan, and South Michigan buoys (see Figure 1).

External forcing inputs used in the model includes 2 m air temperature, surface air pressure, 10 m wind, 
dew point temperature, and cloud cover and are based on the interpolation of NOAA National Centers for 
Environmental Information (NCEI; NOAA, 2018) land-based and buoy stations in the Great Lakes basin. 
The interpolation scheme is based on a natural neighbor method developed by NOAA Great Lakes Envi-
ronmental Research Laboratory (GLERL) for application in the Great Lakes forecasting models (Beletsky 
et  al.,  2003; Schwab & Beletsky,  1998) and accounts for adjustments of overland to overlake conditions 
whenever data from land-based stations were used (Beletsky & Schwab, 2001). This method has been em-
ployed in NOAA operations since 2005 for the Great Lakes with favorable results for water temperature, 
waves, circulation, and other hydrodynamic variables (Rowe et al., 2015). The surface heat fluxes are cal-
culated using the FVCOM SOLAR option in the model, which is an approach prescribed based on bulk 
transfer equations (Cotton, 1979; Guttman & Matthews, 1979; Ivanoff, 1977; Wyrtki, 1965; Xue et al., 2015) 
and developed for the Great Lakes Coastal Forecasting System (GLCFS) by NOAA/GLERL (NOAA, 2021b).

3.6.  Model Skill Criteria

We use Root Mean Squared Error (RMSE), Bias Deviation (BD), and correlation coefficients (CC) to assess 
model skills of scalar variables (e.g., temperature and TSS):
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where N is the number of observation/prediction points, ei is the deviation of the predictions from observa-
tions (i.e., ei = xi,O − xi,P; where xi,O and xi,P are observational and prediction values at point i, respectively), 
and xave,o and xave,P are the mean of observed and predicted data, respectively.

To assess model skills for vector fields (e.g., currents) we use normalized Fourier norm (Fn) and average 
angular difference (Δθ):
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where Vi,o and Vi,p denote observed and predicted vector fields at point i, respectively.

RMSE is used to assess model accuracy, that is, zero indicates perfect model accuracy and as the value 
increases, model accuracy decreases. BD shows model bias and smaller values close to zero denote lower 
biased performance of the model. CC can be used as an indicator of model performance in reproducing the 
temporal patterns of change in observational data. In this article, CC is reported if significant at p-value 
≤0.05. Fn and Δθ assess model accuracy in the prediction of vector fields magnitude and direction, respec-
tively. Fn and Δθ equal to zero indicate a perfect model, values between zero and one are in the acceptable 
range, and as the value increases, model performance decreases.

4.  Simulation Details and Model Validation
We ran the model for the 2016–2019 years and model simulations were limited to the May-October period 
of each year to focus on the ice-free period in Lake Michigan and time of active bottom layer sediment dy-
namics. Model stability requires simulations at a time step of 5 s. The circulation model is initiated at rest, 
that is, zero currents. 3D temperature fields are interpolated from LMHOFS simulation in Lake Michigan at 
the initial condition. LMHOFS uses FVCOM as its core circulation model and provides high-resolution fore-
casts of water level, currents, and water temperature for Lake Michigan and Huron system which we used 
for the interpolation of temperature fields (NOAA, 2021a). Also, the model is run using realistic initial water 
surface elevation in Lake Michigan (NOAA, 2020). We ignored major open boundary conditions around 
Lake Michigan, for example, bi-directional flow at the Straits of Mackinac and Chicago River diversion, 
because they do not have an immediate impact on sediment transport in Green Bay, especially southern 
areas in the bay.

The bed layer and bottom sediment distribution are initialized in each year based on the non-uniform distri-
bution of different sediment classes defined in Section 3.3 (see Figure S4). Considering the average bottom 
distribution over the entire lake, the portion of cohesive (Clay, Fine Silt, and Coarse Silt) and non-cohesive 
(Fine Sand, Coarse Sand, and Gravel) sediment classes contributing to the bottom layer are 29% and 71%, 
respectively, that is, cohesive sediments are defined as the mixture of clay and silt (Wolanski, 2007). Anal-
ysis of sediment samples in Green Bay showed that the average cohesive sediment depth in Green Bay is 
∼0.5 m (Wisconsin DNR, 2000). Average erosion and deposition patterns in Green Bay, as well as Lake 
Michigan (Lou et al., 2000), showed that bed changes do not exceed that value during long-term simulations 
of semi-annual to annual scales. Therefore, we started the model with a bed thickness of 0.5 m. We also 
conducted a sensitivity analysis of TSS simulations at GBE and GBW and found that although results are 
slightly sensitive to initial bed thickness, values in the range 0.25 and 0.5 m result in a reasonable estimation 
of TSS simulations in Green Bay.

4.1.  Validation of Simulated Currents, Waves, and Temperature Fields

Currents are the main driver of transport mechanisms in hydrodynamic simulations. Accurate simulations 
of sediment transport dynamics rely on accurate simulations of currents near the bottom. Figure 2 com-
pares the observed and predicted daily currents in N-S (v component) and E-W (u component) directions 
during the May–October of 2016–2019 years. Comparison plots and model skill criteria indicate reasonable 
agreement between model and buoy observations at two selected locations, given the complex nature of 
the physical process and the system. Our calculated model skill statistics for currents (or velocity fields) 
are comparable and in some cases show slight improvements compared with previous Lake Michigan 
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hydrodynamic modeling efforts. For example, Fn values of 0.79–1.01 and 0.9–1.05 were reported respec-
tively for barotropic (Schwab, 1983) and POM-based (Beletsky & Schwab, 2001) models of summertime 
circulation in Lake Michigan built on 5-km resolution grids. Rowe et al. (2015) obtained improved perfor-
mance in modeling summertime hydrodynamics by using interpolated forcing and adopting FVCOM, and 
reported Fn values of 0.83–0.91. Schwab (1983) and Rowe et al. (2015) have respectively reported values of 
0.23–0.46 and 0.29–0.31 for Δθ in modeling Lake Michigan currents direction. Wave action complements 
currents to force sediment movement. Combined current-wave action produces stronger shear stresses at 
the water-sediment interface and triggers more frequent and/or stronger episodes of resuspension. Hence, 
an accurate wave model will improve the understanding of sediment processes.

Figure 2.  Comparison of the daily observed and predicted surface and bottom currents (usurf and ubotm), significant 
wave height (WHs) and direction (Wdir), surface and bottom temperature (TWsurf and TWbotm), and total suspended solids 
(TSS) at the location of selected validation buoys during 2016–2019 years. Buoy locations are shown in Figure 1. CCs 
are reported if significant at P-value ≤0.05.
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Figure 2 shows the comparison of observed and predicted significant wave heights (WHs) and wave direc-
tions (Wdir). WHs is defined as the average of the highest one-third of the waves, measured between wave 
trough to crest. According to the figure and model skill statistics, FVCOM-SWAVE simulations of wave 
height are in good agreement with observations at three selected buoys. In particular, high correlations 
between observations and simulations implies that patterns of the wave height variability are reproduced 
well by the model. However, wave direction predictions are not as accurate as wave heights. Comparison of 
the model skill statistics with previous wave models of Lake Michigan (Hawley et al., 2004; Mao et al., 2016) 
also suggests a good (in some cases improved) performance by the FVCOM-SWAVE model and its suitabil-
ity for applications in modeling sediment transport.

We also validate predictions of temperature fields to assess the performance of the physical model in sim-
ulating circulation and transport. Also, temperature governs biogeochemical processes in the lake and is 
important for Green Bay restoration studies. As shown in Figure 2, the temperature is predicted with high 
accuracy at four selected buoys, except for over-estimation of mid-range bottom temperature at the location 
of Green Bay buoy station 45014. One possible explanation for that is the model's inability to fully capture 
cold water intrusion from Lake Michigan into the southern bay. Denser cold water from the lake flows near 
the bottom while warmer water, coming into the bay from rivers, flows on top; forming a two-layered flow 
condition in Green Bay (Grunert et al., 2018). Yet, high correlations between predicted and observed water 
temperature at this location, as well as other buoys, shows that the model is capable of producing the pat-
terns of variability in temperature profiles such as upwelling events.

4.2.  Validation of Simulated Total Suspended Solids

Figure 2 compares predicted daily TSS against the observations at five different locations in Green Bay and 
Lake Michigan, where turbidity observations are available in 2016–2019. Turbidity times series obtained at 
those locations were converted into TSS concentration using TSS-turbidity empirical functions for the esti-
mation of river loadings (explained in Section 3.4). GBW and GBE buoys are located in very shallow areas 
of lower Green Bay (∼1 m depth) and sensor probes were placed at the middepth water column; therefore, 
observations represent the bottom sediment conditions. USGS 04092788 and 04092440 buoys are located in 
southern and southwestern Lake Michigan where multiple episodes of sediment resuspension events occur 
during the May–October period. Great Lakes Observing System (GLOS) 45183 buoy is located at Sleeping 
Bear Dunes in northeastern Lake Michigan with complex geomorphological characteristics of the lake that 
complicates sediment dynamics. 04092788, 04092440, and 45183 buoy stations represent surface conditions.

Figure  2 implies a fairly good accuracy and overall satisfactory performance of the model in modeling 
sediment transport in Green Bay AOC, given the physical complexity of the system. Although the model is 
biased at GBW buoy, high correlations between observed and predicted TSS values at GBW denotes model 
capability in the simulation of storm events and episodes of resuspensions. Figure S6 illustrates examples 
of resuspension events captured by the model at these two locations. In some cases, the model significantly 
underestimated TSS observations at both buoys. Those underestimations may be explained by sensor mal-
function and/or sudden spikes of TSS concentrations due to construction activities near the GBW buoy (e.g., 
Cat Island project), dredging of Fox River, and navigation channel project.

Although the sediment model is focused on Green Bay, TSS validations at southern Lake Michigan (04092788 
and 04092440 buoys) and Sleeping Bear Dunes (45183 buoy) are fairly satisfactory (Figure 2). Figure S6 also 
shows that the model is able to produce the patterns of high-turbidity episodes in these distinct locations 
in southern and northern basins of Lake Michigan, although the magnitude of high resuspension events is 
not completely accurate.

In addition to those validations based on buoy data, we compared model results with direct measurements 
of TSS made by NEW Water at four stations in lower Green Bay (Figure 3a). NEW Water collects samples 
at those locations during summertime and provides middepth observations of TSS by lab analysis of the 
collected samples. Given that there is high variability in sediment dynamics in the shallow waters of lower 
Green Bay, where NEW Water makes these measurements, the model shows a fairly good performance in 
predicting the sediment fields in this area.
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NEW Water samples showed that high concentrations of Chlorophyll-a (Chl-a) occurred from late June 
until mid-September, 2016 at stations 22 and 32. Similar concentration pattern was observed at those two lo-
cations from mid-July until late August, 2017. Our model results showed more deviations from observations 
during those 2016 and 2017 periods, probably due to the presence of organic suspended materials. There 
were smaller differences between observed and predicted TSS values at stations 48 and 51 (in a further dis-
tance from the mouth of Fox River) where Chl-a concentrations are smaller.

We also compared observed and predicted TSS profiles in lower Green Bay (45014 buoy) in 2018 to assess 
model skills in the simulation of vertical sediment profiles (Figure 3b). Observational TSS profiles were 
inferred from the acoustic backscattering signal collected by Nortek Aquadopp 600 kHz Acoustic Doppler 
current profilers (ADCP) at 10 depth layers (GLOS, 2021). Backscattering signal was converted from echo 

Figure 3.  (a) Comparison of the middepth observed and predicted total suspended solids (TSS) in lower Green Bay at 
NEW Water stations 22, 32, 48, and 51 that are located 2.23, 5.16, 11.88, and 15.23 km from the mouth of Fox River and 
are approximately 8, 8.5, 6, and 9 m deep, respectively, and (b) comparison of the observed and predicted TSS profiles in 
lower Green Bay (45014 buoy) in 2018.
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intensity based on a procedure explained and used in previous studies (Deines, 1999; Lee et al., 2007). The 
backscattering signal was paired with turbidity data from a deployment at the Green Bay buoy station 45014 
in July 2016. Turbidity data were collected by a WET Labs NTUSB turbidity sensor and were used to build 
relationships between turbidity and ADCP backscattering signal. Those relationships are used to estimate 
turbidity profiles, which were converted to TSS concentration profiles based on the empirical TSS-turbidity 
functions explained in Section 3.4.

Figure 3b shows that the predicted TSS profiles are similar to the patterns of the observed profiles and in-
dicate the simultaneous occurrence of high-turbidity events, although the magnitude of TSS concentration 
deviates slightly during storm events. Comparison of the depth-averaged observed and predicted TSS pro-
files results in RMSE, BD, and CC skill metrics of 1.31 mg/L, −0.83 mg/L, and 0.47 at the Green Bay buoy 
station 45014. These model performance metrics show that the model is skillful in the simulation of TSS 
over the water column.

Figure 4.  Snapshots of the surface total suspended solids (TSS) in Green Bay for six cloud-free selected days in May–
October 2018 period based on MODIS imagery (top) and FVCOM simulations (bottom).



Journal of Geophysical Research: Oceans

KHAZAEI ET AL.

10.1029/2021JC017518

16 of 35

Besides these point validations of the model's ability to predict TSS, we conducted a spatial validation of 
model skills in simulating TSS using satellite data. Figure 4 compares the surface snapshots of TSS concen-
tration based on FVCOM simulations and MODIS imagery for six selected days in 2018. MODIS-based TSS 
maps are estimated based on a procedure explained in Hamidi et al. (2017), using relationships developed 
between simultaneous surface reflectance and NEW Water TSS observations at the location of monitoring 
stations in lower Green Bay. We used MODIS product MYD09GA for the estimation of surface TSS. We 
picked several days during the summer of 2018 by visual inspection, and then used MYD09GA Surface 
Reflectance 500 m Quality Assurance and 1 km Reflectance Data State QA layers to filter high-quality and 
cloud-free data. True-color visualization of raw imagery data is presented in Figure S7. Except for small 
deviations in August that could be explained by inaccurate estimation of TSS inputs and/or wind condi-
tions, the model-simulated spatiotemporal patterns of TSS in lower Green Bay and decreasing gradient of 
suspended particles from Green Bay AOC toward Chambers Island match very well with the results of the 
remote sensing method.

The array of validation methods used, including point validations of predicted TSS concentration, assess-
ment of model performance during the high-turbidity events, validation of model's capability in reproduc-
ing the TSS profiles, and spatial comparison of the surface TSS patterns with satellite imagery data indicate 
a reasonable accuracy of the physical sediment transport model. During summertime when bloom events 
can cause high-turbidity events, the physical TSS model can be improved by coupling it with a biogeochem-
ical model. As we will discuss with more details in the next sections, our results also agree with the findings 
of previous studies and qualitatively matches the patterns of the bottom shear stress forces and sediment 
transport in Lake Michigan (Lee et al., 2005, 2007; Lou et al., 2000).

5.  Results and Discussion: Summer Circulation and Transport Regimes in 
Lake Michigan and Green Bay
The summer circulation and transport regimes are analyzed in Sections 5.1–5.4 in terms of monthly average 
fields of wind-induced currents and waves action, bottom shear stress driven by waves and currents, ther-
mal structure, and sediment transport. The results of this study are shown to complement previous mode-
ling studies of Lake Michigan and to provide important additional details on the circulation and transport 
regimes in Green Bay. Section 5.5 presents and analyzes a climatological study of the summer circulation 
and transport regimes in Lake Michigan. Section 5.6 summarizes previous studies on lake sediment dynam-
ics, biogeochemical interactions, HABs, and the role of mussels, and considers the potential application of 
the approach developed in this study to investigate those processes.

5.1.  Monthly Averaged Wind-Induced Circulation and Wave Action

Circulation and wave actions in Lake Michigan are predominantly wind-driven (Beletsky et al., 2006), and 
wind affects the exchange between Green Bay and Lake Michigan (Waples & Klump, 2002). Figure 5 shows 
monthly averaged wind patterns over Lake Michigan, with higher resolution over Green Bay, during the 
2016–2019 simulation period, where dominant wind patterns are estimated using streamline function in 
MATLAB and highlighted in red colors. The figure shows stronger wind fields in northern Lake Michigan, 
as southerly winds accelerate over the approximately 500 km lake's longitudinal fetch. Winds are stronger in 
July–October with prevailing southwesterly and southerly general regimes. Wind patterns over Green Bay 
are more uniform, yet consistent with winds over Lake Michigan. Eastern winds dominate in May–June, 
and the wind fields shift to southwesterly and southerly directions in July until October, when winds are 
the strongest. Analyses of wind fields in the Great Lakes basin, including Lake Michigan, have shown pre-
vailing southwesterly winds during summer, with monthly and seasonal shifts in wind direction/magnitude 
during 1980–1999 (Waples & Klump, 2002) and Green Bay during 2004–2008 (Hamidi et al., 2015).

In consistency with previous analyses of monthly averaged circulation in Lake Michigan (Beletsky 
et al., 2006), Figure 6 shows that cyclonic (counterclockwise) circulation dominates Lake Michigan. Also, 
currents drive gyres in the lake, and the formation of gyres is more common in the southern basin. Strong 
currents at the exchange zone affect water, heat, and sediment fluxes between Lake Michigan and Green 
Bay. In consistency with wind patterns, circulation is weaker in May and currents accelerate starting in June. 
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Bimonthly analysis of currents in the May–October period in Lake Michigan in 1982–1983 and 1994–1995 
also suggests that currents magnitude increase from May to October and currents move counterclockwise 
and are stronger in the nearshore areas of the southern basin of the lake. Similar to wind fields, dominant 
current patterns are estimated using streamline function in MATLAB and highlighted in red colors.

In Green Bay, the currents show more spatial variability than the wind fields, with the widespread forma-
tion of gyres, particularly north of Chambers Island and near the exchange zone with Lake Michigan, where 
strong currents are observed. Currents are generally in the north direction and stronger near the western 
shore of the bay. Most of these patterns, in particular stronger nearshore currents and frequent formation of 
gyres in Green Bay during summer, have shown by previous efforts in the simulation of currents in Green 

Figure 5.  Monthly averaged wind patterns over the surface of Lake Michigan and Green Bay during the period of 
2016–2019 years. Bolded red lines indicate dominant wind patterns. Wspd denotes wind speed.
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Bay for the 2004–2008 period using a POM-based circulation model (Hamidi et al., 2015). Those patterns are 
present along the water column, although currents are much stronger in the surface (Figures S8 and S9).

Current movement and transport in Green Bay are significantly restricted by morphology and lake bottom 
terrain. Figure  7 shows monthly averaged horizontal current profiles, based on 2016–2019 simulations, 
along the three cross-sections shown in Figure 1. As illustrated in cross-section A-A’ (where red colors show 
northward currents and blue colors show southward currents along the section), the currents in southern 
Green Bay (i.e., south of Chambers Island, located at 85 km)—which play a main role in the transport of 
Fox River loads to the northern bay—shift direction in June and move toward the south in the longitudinal 
cross-section A-A’. The southward current pattern is driven by a combination of wind direction and cold-wa-
ter intrusion from the lake into the bay as mentioned above. Current profiles north of Chambers Island and 
south of the exchange zone (between 85 and 130 km) are different from the rest of the cross-section. Those 
patterns can be explained by the presence of gyres in that area, especially away from the shorelines and in 

Figure 6.  Monthly and depth-averaged currents in Lake Michigan and Green Bay during the period of 2016–
2019 years. Bolded red lines indicate dominant circulation patterns. uspd denotes currents magnitude.
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the central bay areas where cross-section A-A’ cuts through. Figures S8 and S9 show clearly that the surface 
currents in Green Bay are predominantly flowing north (especially near the shorelines) and bottom currents 
flow toward the south, providing more evidence for the summertime stratified flow conditions in the bay.

The current patterns in cross-section B-B’ (where red colors show northward currents and blue colors show 
southward currents perpendicular to the section) show that currents in the western side of Chambers Island 
are strong and predominantly toward the south. The prevailing southward and northward currents through 
the western and eastern sides of Chambers Island, respectively, imply a counterclockwise circulation around 
the island, as shown in previous studies based on field observations (Hawley & Niester, 1993). Cross-section 
B-B’ shows that, while surface currents are conveying water north, strong currents are moving toward the 
south near the bottom. Current profiles at cross-section C-C’ (where blue colors show currents flowing into 
the bay and red colors show currents flowing out perpendicular to the section) also provide evidence that 
lake cold-water intrusion into the bay occurs persistently through deeper sections of the exchange zone 
profile. Similar to conditions in Chambers Island, currents are regularly swirling around the small islands 
in this area.

Currents are the dominant driver of circulation and heat transfer in lake systems, yet waves contribute 
significantly to sediment dynamics, through bottom interactions and resuspension events. According to 
Figure 8, wave action in Lake Michigan is limited in May–August, gradually increases in September, and 
escalates in October. In general, the northern basin of Lake Michigan experiences stronger waves, most 
probably due to dominant southern winds during the modeling period. The wind-dependency of wave ac-
tions in Lake Michigan was shown by previous modeling storm and surge peak events (Mao et al., 2016; 
Mao & Xia, 2017).

In concert with Lake Michigan, waves in the bay are stronger in September and October. Upper Green Bay 
and the exchange zone experience stronger waves probably due to rapid change in the bottom elevation 
in that area. As the incoming waves, originated in deep central areas of Lake Michigan, approach shallow 

Figure 7.  Monthly averaged current profiles along the A-A’ (Green Bay longitudinal axis), B-B’ (Chambers Island), and C-C’ (connecting straits) cross-sections 
(as shown in Figure 1) during the period of 2016–2019 years. The vertical axis is exaggerated ∼700 times. uspd denotes currents magnitude. Colors show current 
directions along the A-A’ cross-section (red/blue indicates northward/southward) and perpendicular to B-B’ and C-C’ cross-sections (red/blue indicates into/out 
of cross-sections, respectively).
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waters of Green Bay and small islands at the connecting straits, water depth quickly starts to become less 
than the wavelength, reducing wave propagation velocity and leading to steepening of the waves and in-
creased wave height.

5.2.  Current-Wave Induced Bottom Shear Stress

Bottom shear stress governs resuspension events and sediment availability in the water column. Figure 9 
shows the calculated monthly averaged bottom shear stress due to the combined effects of current-wave 
action. While higher shear stress near coastal areas is associated with the stronger nearshore currents, in-
creased wave action in September and October results in augmented shear stress during those months. 
Western coastal regions, southern and northern shallow areas, and the connecting straits experience higher 
stress in Green Bay. Also, one would expect strong and frequent resuspension to occur in lower Green Bay 

Figure 8.  Monthly averaged significant wave height (WHs) in Lake Michigan and Green Bay during the period of 
2016–2019 years.
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in October, produced by the bottom shear stress forcing patterns during that month. Increased shear stress 
in southwestern Lake Michigan during May is probably associated with a lake-wide cyclonic gyre in the 
southern basin driven by widespread and strong northerly winds in that area. Southwestern coastal areas 
of Lake Michigan do not experience such strong wind regimes again until October. Those patterns, in par-
ticular high shear stress in the southern and western nearshore areas of Lake Michigan and southern, west-
ern, and northern Green Bay, compare well with current and wave bed shear distribution during a March 
1998 episode shown by Lee et al. (2007), as well as average shear stress patterns in Lake Michigan during 
1994–1995 (Lou et al., 2000).

To investigate the distinct contribution of waves and currents in driving physical forces in the lake, we 
simulated bottom shear stress without waves (currents only) and compared the results with the combined 
current-wave conditions. As expected, results indicated that for the May-October period of 2016–2019 years, 
on average the bottom shear stresses were higher by 494%, 334%, and 296% in Lake Michigan, Green Bay, 

Figure 9.  Monthly averaged bottom shear stress (τsf) due to combined effects of currents and waves in Lake Michigan 
and Green Bay during the period of 2016–2019 years.
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and lower Green Bay, respectively, when combined physical processes are considered, compared to the case 
when only currents are driving bottom shear stresses. Figure S10 and Table S1 compare the average spatial 
patterns of bottom shear stress in Lake Michigan and Green Bay under the two different physical forcing 
scenarios for the simulation period of 2016–2019 years. We expect to observe similar impact on TSS patterns 
in the lake due to these different driving stress scenarios. It is obvious that current-wave-induced forces play 
an important role in sediment plume development and transport. As shown in previous studies, the effects 
of waves are significant in shallow nearshore waters of Lake Michigan and Green Bay (Lou et al., 2000).

5.3.  Thermal Structure of the System

Lake Michigan May–October monthly averages surface temperature fields are illustrated in Figure 10, based 
on 2016–2019 simulations. The southern basin of Lake Michigan is generally warmer than the rest of the 

Figure 10.  Monthly averaged surface temperature fields (TW) in Lake Michigan and Green Bay during the period of 
2016–2019 years.
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lake. Driven by dominant wind direction and coastal upwellings, western nearshore areas of the lake are 
often slightly colder than the open lake and eastern coastlines. These patterns were also observed by POM-
based simulations of thermal structure in Lake Michigan during May–October of 1982–1983 and 1994–1995 
(Beletsky & Schwab, 2001). The thermal regime in Green Bay is significantly different than that of Lake 
Michigan. Warmer temperatures in the bay can be explained by weaker mixing and shallower morphology. 
July–September are the months with more spatial variability, with higher temperatures in the southern and 
northern shallow areas, and colder waters near the exchange zone with Lake Michigan, predominantly due 
to cold water intrusions from the lake.

Stratification is an important aspect of the thermal regime and circulation, and consequently of the ecologi-
cal functioning of the bay. Figure 11 shows monthly average temperature profiles, based on 2016–2019 sim-
ulations, along the three cross-sections shown in Figure 1. The results of this study are consistent with the 
findings by Hamidi et al. (2015, 2013) and Bravo et al. (2015), showing that stratification in Green Bay starts 
in June, peaks in July and August, and starts to fade in September, resulting in a duration of about three 
months. Cross-section A-A’ shows that vertical mixing of temperature occurs at faster rates in shallower ar-
eas, as expected. The Fox River has a significant influence on the thermal distribution of the southern Green 
Bay as shown in the first 50 km of the cross-section A-A’ temperature profiles, closer to the mouth of the 
Fox River. Cross-section B-B’ shows that the temperature gradient is stronger in the western side channel of 
Chambers Island section compared to the well-mixed, shallower eastern channel. Stratification patterns are 
preserved at cross-section C-C’, where Green Bay meets Lake Michigan, but with a weaker gradient.

One advantage of FVCOM is its ability to capture upwelling events in coastal areas of Lake Michigan. A 
comparison of simultaneous wind fields, surface currents, and surface temperature fields indicates that 
northerly and southerly winds promote upwellings on the western and eastern coastal areas, respectively 
(Figure S12). This is an important quality when physical models are used to study biogeochemical processes 
in lake systems.

Figure 11.  Monthly averaged water temperature (TW) profiles along the A-A’ (Green Bay longitudinal axis), B-B’ (Chambers Island), and C-C’ (connecting 
straits) cross-sections (as shown in Figure 1) during the period of 2016–2019 years. The vertical axis is exaggerated ∼700 times.
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5.4.  Sediment Transport

Figure 12 shows May–October monthly and depth-averaged simulated TSS concentration in Lake Michigan, 
with higher resolution in Green Bay, based on 2016–2019 simulations. Consistent with shear stress patterns 
shown in Figure 9, TSS concentration patterns are relatively uniform June through September, with higher 
concentrations in May and October in the southernmost and northernmost Lake Michigan nearshore areas, 
as well as southern Green Bay. Periods of resuspension in southwestern Lake Michigan during May are re-
lated to wind-driven strong bottom shear stress and the availability of fine-grained sediments in those areas. 
In almost every month southern Green Bay and southern Lake Michigan experience higher TSS concentra-
tions than the rest of the lake. These patterns are similar to those presented by Lee et al. (2007) for March 
1998 episodic events, based on physical simulations of sediment transport and satellite imagery-based maps 

Figure 12.  Monthly and depth-averaged total suspended solids (TSS) in Lake Michigan and Green Bay during the 
period of 2016–2019 years.
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of sediment concentration (Figures 8 and 9 in that article). Also, those patterns qualitatively resemble the 
predicted TSS concentration in southern Lake Michigan during the 1994–1995 period (Lou et al., 2000).

Sediment transport in Green Bay shows significant differences with the transport patterns in Lake Michi-
gan. The Fox River acts as a point source of TSS, and the southern bay shows high TSS concentrations every 
month, while the northern bay is more influenced by the Lake Michigan patterns of transport. In Upper 
Green Bay the sediment transport is consistent with shear stress patterns and mostly influenced by circu-
lation and waves. The TSS spatial distribution in the southern bay seems to be governed by the Fox River 
persistent and significant TSS loading, and by the abundance of fine-grained sediments.

An interesting observation in the patterns of sediment circulation in Green Bay is that TSS concentration is 
frequently higher in eastern nearshore areas of lower Green Bay, despite higher current-wave driven shear 
stresses in the western shorelines. One possible explanation is that the river plume tends to flow along the 
eastern shore because of the frequent counterclockwise circulation in the southern bay driven by wind 
direction and the Coriolis effect. In addition, several islands in western Green Bay (shown in Figure S2) 
cause less and/or weaker resuspensions in that area, therefore, the eastern shore contains more sediments, 
produced mainly by resuspension, than waters near the western shore. That model result is consistent with 
Klump et al.’s (1997) finding that currents carrying the plume of turbid Fox River water north along the 
eastern shore of the bay turn westward off Sturgeon Bay in a counterclockwise gyre that leaves behind a 
blanket of fine slit accumulating at rates of up to ∼1 cm/year (160 mg/cm2/year), 20 times faster than the 
average for the southern bay as a whole.

The TSS concentration profiles along the A-A’ longitudinal cross-section of Green Bay, shown in Figure 13, 
show more sediment dynamics near the mouth of Fox River (point A) and higher TSS concentrations in the 
shallow southern and northern ends of the bay at points A and A’. The model results show less variability in 
TSS concentration at the Chambers Island (B-B’) and connecting straits (C-C’) cross-sections. Higher sed-
iment concentration west of Chambers Island cross-section (point B) is probably due to stronger currents 

Figure 13.  Monthly averaged total suspended solids (TSS) profiles along the A-A’ (Green Bay longitudinal axis), B-B’ (Chambers Island), and C-C’ (connecting 
straits) cross-sections (as shown in Figure 1) during the period of 2016–2019 years. The vertical axis is exaggerated ∼700 times.
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near the western shoreline. Results also showed higher sediment transport through channels on the north 
side of the connecting straits (near point C’), probably due to higher shear stresses in that area.

As we discussed in Section  5.4, combined current-wave actions drive stronger shear stresses at the wa-
ter-sediment interface, implying more intense resuspension and transport near the bottom. Our analysis 
showed that on average during the May–October period of 2016–2019 years, considering current-wave com-
bined effects results in 43%, 39%, and 32% higher depth-averaged TSS concentration, respectively, in Lake 
Michigan, Green Bay, and lower Green Bay in comparison with the case when currents are the sole driver of 
physical forcing in the lake. TSS patterns in Lake Michigan and Green Bay are illustrated with more details 
in Figure S11 and Table S2.

5.5.  Climatological Summer Circulation and Sediment Transport Patterns in Lake Michigan

This section aims to provide maps of summer transport of heat and sediment in Lake Michigan, based on 
simulations and using the 2016–2019 meteorological forcing. Figure 14 shows that in general, the prevailing 
wind direction is southwesterly, and winds are stronger in northern Lake Michigan. The spatial distribution 
of bottom shear stress shows consistency from year to year, with stronger stresses occurring in southwest-
ern Lake Michigan, Green Bay, and nearshore areas. The maps of surface temperature show a negative, 
gradual gradient from south to north and a small decline in surface temperature in the southern basin of 
the lake from 2016 to 2019. The climatological summer surface water temperature in Green Bay was fairly 
uniform during the simulation period, except that it was somewhat colder near the exchange zone with 
Lake Michigan.

The map of TSS concentration was fairly steady during the simulation period, but there was a small de-
crease in TSS concentration in southwestern Lake Michigan from 2016 to 2019. That temporal pattern was 
consistent with decreasing winds over the southern lake surface during that period. Northern Lake Michi-
gan showed neither temporal variability in TSS patterns nor dependency on wind fields. Those results imply 
that sediment dynamics in the southern basin is more sensitive to wind and meteorological variability. That 
is an important pattern to be considered in coastal conservation and shoreline protection.

The maps of TSS concentration showed a different temporal trend in lower Green Bay compared to the 
whole lake. While TSS concentration showed a decreasing temporal trend in southern Lake Michigan, sed-
iment concentration increased in lower Green Bay between 2016 and 2019. The increase is probably due to 
increased loading rates into the bay and confirms the importance of including the tributary loads, especially 
from the Fox River in modeling sediment transport and biogeochemical interactions in Green Bay.

The findings of this research confirm the results of previous studies by showing the importance of wind 
forcing in the circulation and transport in Lake Michigan. Wind forcing is a primary driver of circulation in 
Lake Michigan and Green Bay and can influence biogeochemical processes by governing the thermal struc-
ture of the lake and the fate and transport of sediments. Wind patterns should be given particular attention 
in restoration studies for Green Bay.

5.6.  Context and Scope of This Research

The 2017 “Summit on the Ecological and Socio-Economic Tradeoffs of Restoration in the Green Bay, Lake 
Michigan Ecosystem” (Klump et al., 2018) looked at the state of knowledge, gaps, and monitoring needs in 
the key areas of watershed modeling, biogeochemistry and hydrodynamics, ecosystem modeling and troph-
ic dynamics, habitat and diversity, and socioeconomic and management issues. The introduction of this ar-
ticle summarized the gaps identified in biogeochemistry and hydrodynamics and the intended contribution 
of this research. This section summarizes previous studies on lake sediment dynamics, resuspension events, 
biogeochemical interactions, high-turbidity events (due to organic materials, including HABs), and the role 
of mussels, and considers the potential expansion of this model to study those processes.

Lou et al. (2000) developed a quasi-three-dimensional suspended sediment transport model in Lake Mich-
igan and generalized it to include combined wave-current effects to study bottom sediment resuspension 
and transport in southern Lake Michigan. In their preliminary application of the model to Lake Michigan, 
they used only a single grain size to characterize the sedimentary material, and the bottom of the lake is 
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treated as an unlimited sediment source. They concluded that to improve the model, sediment classifica-
tions, spatial bottom sediment distribution, sediment source function, and tributary sediment discharge 
should be considered. In contrast to Lou et al.’s (2000) model, the present model is fully three-dimensional, 
accounts for both suspended load and bedload, includes six sediment class sizes ranging from clay to gravel, 
sediment transport is limited to the mass available in the active layer in each time step, uses a spatial bottom 
sediment distribution, and includes sediment discharge from the main tributaries to Green Bay, that is, the 
Fox and Menominee Rivers.

Hawley and Eadie (2007) observed sediment transport in Lake Erie by collecting and analyzing time series 
measurements of current velocity, wave action, and water transparency at two shallow and deeper sites 
during the fall and winter of 2004–2005. Their observations at the shallow site showed that bottom resus-
pension occurred several times during the deployment. Local resuspension did not occur at the deeper 

Figure 14.  Average annual wind fields (Wspd), current-wave driven bottom shear stress (τsf), surface temperature fields 
(TW), and depth-averaged total suspended solids (TSS) in Lake Michigan during the May-October period of 2016–
2019 years. The last column shows the average for four simulated years.
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station, yet several advection episodes were observed (advection episodes were not actually measured, but 
could be simulated by computer models). The organic carbon content at the shallow site was only about 3%, 
so most of the material collected (probably over 90%) was inorganic. The organic carbon content was even 
lower at the deeper site (about 0.5%), indicating that even less of the trap material was biogenic in origin. 
Since no local resuspension was observed at the deeper station, they reasoned that most of the trap material 
was either bottom sediment resuspended at shallower depths, or material eroded from the bluffs along the 
northern shoreline.

Valipour et al. (2017) analyzed high-resolution field data, collected in central Lake Erie during April to Oc-
tober of 2008–2009, to investigate the quantitative contribution of sediment resuspension to high-turbidity 
events. Resuspension events were distinguished within high-turbidity events according to turbidity, fluo-
rescence, and acoustic backscatter time series, as well as satellite images. They observed 16 high-turbidity 
events, causing a total duration of ∼20 days (out of 344 days) with elevated nearbed turbidity (>10 NTU). Of 
these events, 64% were correlated with algal biomass, with the remaining 18%, 5%, and 4% being attributed 
to sediment resuspension by surface waves, storm-generated currents, and enhanced nearbed turbulence 
induced by high frequency internal waves, respectively. The sediment transport model developed in this 
study was validated using existing measurements of turbidity, acoustic backscatter time series, and satellite 
images.

Bartlett et al.’s (2018) is the first study of its kind to assess the spatial diversity of cyanotoxins in Green Bay, 
Lake Michigan. They characterized the diversity and spatial distribution of toxic or otherwise bioactive 
cyanobacterial peptides (TBPs) in Green Bay. They collected samples during three cruises in August 2014, 
and July and August 2015 at sites spanning the mouth of the Fox River north to Chambers Island. They 
found that microcystins (MCs) were positively correlated with Chlorophyll and negatively correlated with 
distance to the Fox River in all cruises along a well-established south-to-north trophic gradient in Green 
Bay. The influx of nutrients combined with shallow waters in the lower bay creates an ideal environment for 
the proliferation of cyanobacteria and the formation of Cyanobacterial harmful algal blooms (cyanoHABs).

Luo et al. (2012) simulated a 1998 spring phytoplankton bloom in Lake Michigan using a coupled physi-
cal-biological model. Their biological model was a nutrient-phytoplankton-zooplankton-detritus (NPZD) 
model, that included phosphorus as the nutrient, phytoplankton, zooplankton, and detritus. The biological 
model was coupled with the FVCOM physical model and included a wind-wave mixing parametrization 
but no sediment transport. They searched for the main physical and ecological mechanisms of this spring 
bloom formation and decay over a long-time scale during March to May, differing from the previous studies 
of the short-term (5–7 days in March) bloom processes. They confirmed that the phytoplankton bloom was 
forced by rapidly increasing temperature and light intensity in spring. The thermal front that developed 
in spring inhibited the transport of nutrients and phytoplankton from the nearshore to the deeper water. 
The wind-driven gyre circulation in southern Lake Michigan induced significant offshore transport, which 
contributed to the establishment of the circular bloom. To test the importance of general circulation and 
interior source of ecological factors in the lake for sustaining the donut-like spring bloom, the phosphorus 
released from suspended sediments and rivers were excluded from their study.

Nakano and Strayer (2014) summarized the role of biofouling animals, including mussels, in freshwater. 
The description included the effect of heavy overgrowth and patchy coverage of biofoulers on substrates, 
how biofoulers can increase turbulence in the water column, increased water clarity, and concentrations of 
soluble nitrogen and phosphorus. Shen (2016) applied a 1D biophysical model and FVCOM to investigate 
the ecosystem of Lake Michigan, specifically to explore how invasive mussels affect the nutrient dynamics 
and distribution of phytoplankton. Wave effects were considered in the 1D biophysical model, but not in 
the 3D FVCOM simulations. Rowe et al. (2017) used a biophysical model to study the influence of invasive 
quagga mussels, phosphorus loads, and climate on spatial and temporal patterns of productivity in Lake 
Michigan. They applied the FVCOM hydrodynamic model, and the FVCOM general ecosystem module 
(GEM) to implement the NPZD model with the addition of a fifth compartment to represent benthic filter 
feeder (dreissenid mussel) biomass. They found that although Chl-a and primary production declined over 
the quagga mussel invasion, their results suggested that increased nutrient loads would increase lake-wide 
productivity even in the presence of mussels; however, altered spatial and temporal patterns of productivity 
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caused by mussel filter feeding would likely persist. Rowe et al.’s  (2017) model included neither a wave 
model nor a sediment transport model.

Lin et al. (2021) modeled sediment resuspension in Lake Erie by combining the hydrodynamic ELCOM and 
water quality CAEDYM models. They modeled inorganic particles (e.g., TSS) with the CAEDYM module, 
by accounting for settling and resuspension, with a three-stage numerical algorithm in ELCOM for scalar 
transport: (a) vertical mixing by the vertical mixed layer model (Reynolds stress term); (b) advection of the 
scalar field by the resolved flow field; and (c) horizontal diffusion by turbulent motions. They validated 
their TSS model qualitatively against turbidity and ADV-amp data at the Central basin in 2009 and at the 
Central and Eastern basins in 2008 and 2013. In 2008, the model reproduced four high-turbidity events in 
the Central basin station, but the observed turbidity was continuously high, for more than 10 days, after the 
fourth event, which was not simulated by the model. Lin et al. (2021) reasoned that settling of phytoplank-
ton during summer in 2008 and 2009 could be the source of sustained high-turbidity. That argument was 
supported by a spike in Chl-a concentration, with a corresponding increase in turbidity. Lin et al.’s (2021) 
use of the CAEDYM water quality module, which did not simulate the continuously high observed turbidity 
in the Central basin after the fourth 2008 event, is similar to the sediment transport module FVCOM-SED 
used in this study.

Lin et al. (2021) described Lake Erie as comprised of western, central, and eastern basins, with maximum 
depths of 16, 25, and 64 m, respectively. The shallowness of the western and central basins makes them sus-
ceptible to resuspension of sediments by wind-induced surface waves. Lake Michigan, Green Bay, and lower 
Green Bay have maximum depths of 282, 53, and 30 m, respectively. While Western Lake Michigan is river 
dominated (tributary rivers discharge 5,246 m3/s), Green Bay is subject to extensive water mass exchange 
with Lake Michigan at its northern end, and lower Green Bay receives tributaries discharges of 329 m3/s.

Niu et al. (2018) investigated the contributions of river-loaded versus resuspended sediments to high-tur-
bidity events in Western Lake Erie during ice-free cycles, using FVCOM, FVCOM-SWAVE, and FVCOM-
SED. The relative contributions of sediment actions to high-turbidity events in Green Bay are different 
from those in Western Lake Erie because of contrasts in the geophysical characteristics (e.g., depths), wind 
forcing, extensive water exchange with Lake Michigan and typical two-layer flows, and thermal regime. Niu 
et al. (2018) found distinctive seasonal variations in wind forcing and sediment dynamics in Western Lake 
Erie between spring (April–May), summer (June–August), and fall (October–November). Monthly averaged 
wind over Green Bay rotates in June from the northeast to the southwest and maintains the same general 
direction for the rest of the summer, driving typical two-layer flows with cold water intrusions from Lake 
Michigan (Hamidi et al., 2015). Those contrasts differentiate the present application of FVCOM-SWAN-
SED from Niu et al.’s (2018) application. Regarding the detailed implementation of the FVCOM-SWAN-
SED model, there are significant differences between Niu et al.’s (2018) and the present implementation. 
While Niu et al. (2018) sediment model used a uniform distribution of cohesive bed sediments, the cur-
rent study improved the physical description of the system by implementing a non-uniform distribution 
of mixed bed materials (cohesive and non-cohesive) in the description of bottom sediments. Whereas Niu 
et al. (2018) used the Coupled Ocean Atmosphere Response Experiment (COARE) flux algorithm in their 
Lake Erie model, in this study heat flux is calculated using the FVCOM SOLAR approach developed by 
NOAA/GLERL for application in the GLCFS models (NOAA, 2021b).

Valipour et al. (2016) developed a high-resolution three-dimensional water quality model for Lake Erie ca-
pable of resolving predominant physical processes to study nutrient dynamics, with a particular emphasis 
on the northern nearshore region of Lake Erie's eastern basin. The lake model output in conjunction with 
the Cladophora growth model (CGM) was used to predict Cladophora growth. The models were validated 
using extensive nearshore water quality, Cladophora biomass, and tissue phosphorus measurements col-
lected during April–September of 2013. Together, the models were used to evaluate the response of near-
shore phosphorus concentrations and Cladophora growth due to changes in external phosphorus loading.

Bravo et al. (2020) linked a previously built hydrodynamic model and a water quality model developed by 
Fillingham (2015), extended to three dimensions to simulate the transport and fate of phosphorus in the 
nearshore area of Lake Michigan. Their model accounted for the interactions between phosphorus, Clado-
phora, mussels, and lake sediments in the nearshore zone. They quantified the lake assimilative capacity 



Journal of Geophysical Research: Oceans

KHAZAEI ET AL.

10.1029/2021JC017518

30 of 35

by applying their model to estimate the area required for mixing and diluting wastewater treatment plant 
outfall total phosphorus loadings to the level of the lake target concentration during the Cladophora grow-
ing season. Their model results compared well with empirical measurements of particulate and dissolved 
phosphorus as well as Cladophora biomass and phosphorus content. The model was applied to test sce-
narios of wastewater treatment plant phosphorus loading in two different years, in order to help establish 
phosphorus discharge limits for the plant.

The stage is set to apply the approach developed in this study, which includes wave and sediment transport 
simulation, as follows: (a) to investigate high-turbidity events (due to organic materials including HABs); (b) 
to study algal blooms in lakes following Luo et al.’s (2012) coupled physical-biological modeling approach; 
(c) to improve the study of the influence of invasive dreissenid mussels on lakes ecosystems pursuing Rowe 
et al.’s (2017) modeling methods; and (d) to study the interactions between phosphorus, Cladophora, mus-
sels, and lake sediments by using the biophysical concepts developed by Bravo et al. (2019).

Ongoing research will apply the model to: (a) to evaluate sediment dynamics in the bay under different cli-
mate conditions and loading scenarios in river/watershed management; (b) predicting the short- and long-
term effects of the Cat Island Chain restoration in altering flow, transport, deposition, and benthic habitat 
in the area of concern (AOC); and (c) to establish a sediment budget for lower- and entire Green Bay. One 
of the principal goals of the Cat Island Chain restoration project was to reestablish a barrier island complex 
and reduce wave energy in the inner bay as a means of reducing resuspension and increasing water clarity.

6.  Conclusions
The hydrodynamic, wind-wave, and sediment transport model developed in this study includes in a single 
platform of all the relevant geophysical drivers, namely the momentum flux generated by wind, the heat 
flux across the water surface, the Earth's rotation, thermal stratification, and topography. The single mod-
el of Lake Michigan and its Green Bay estuary has high resolution in the bay and in the exchange zone 
between the open lake and the bay. The single-model approach provides the desired resolution in the bay 
estuary and represents the combined effects of tributary flows and lake intrusions. The model overcomes 
limitations of previous nested models of the estuary that used potentially problematic open boundary con-
ditions to represent the exchange of mass, energy, and momentum with Lake Michigan, and of previous 
whole-lake models that lacked the desired high resolution in the bay or did not include physically based 
wind-wave and sediment transport modules. The model confirms the findings of previous studies on Lake 
Michigan and demonstrates how the circulation, thermal regime, wind action, and sediment transport in 
the Green Bay estuary depend on meteorological forcing, tributary flows, and lake water intrusions.

Winds are a primary driver of circulation and wave action in Lake Michigan. Eastern winds dominate in 
May-June, and the wind fields shift to southwesterly and southerly directions in July until October, when 
winds are the strongest. Cyclonic (counterclockwise) circulation dominates Lake Michigan, and the for-
mation of gyres is more common in the southern basin. In consistency with wind patterns, circulation is 
weaker in May and currents accelerate starting in June. Wave action in Lake Michigan is limited in May–
August, gradually increases in September, and escalates in October. The northern basin of Lake Michigan 
experiences stronger waves due to dominant southern winds. Winds drive the fluxes of water, heat, and sed-
iment between the lake and the estuary. In Green Bay, the currents show more spatial variability than the 
wind fields, with widespread formation of gyres. Surface currents in Green Bay flow predominantly north 
(especially near the shorelines) and bottom currents flow predominantly toward the south, providing evi-
dence that the interaction of tributary flows and lake currents force summertime stratified flow conditions 
in the bay. In concert with Lake Michigan, waves in the bay are stronger in September and October. Upper 
Green Bay and the exchange zone experience stronger waves due to rapid change in the bottom elevation 
in that area.

The southern basin of Lake Michigan is generally warmer than the rest of the lake. Driven by dominant 
wind direction and coastal upwellings, western nearshore areas of the lake are often slightly colder than the 
open lake and eastern coastlines. Analysis of simultaneous wind fields, surface currents, and surface tem-
perature fields indicates that northerly and southerly winds promote upwellings on the western and eastern 
coastal areas, respectively. The model's ability to capture upwelling events is an important quality in the 
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study of biogeochemical processes in lake systems. Warmer temperatures in the bay are explained by weak-
er mixing and shallower morphology. Stratification in Green Bay starts in June, peaks in July and August, 
and starts to fade in September, resulting in a duration of about three months. Field data and model results 
showed that the Fox River has a significant influence on the thermal distribution of southern Green Bay.

Total suspended sediment (TSS) concentration fields in Lake Michigan are relatively uniform June through 
September, concentrations are higher in May and October in the southernmost and northernmost Lake 
Michigan nearshore areas, and in southern Green Bay. Sediment transport in the estuary is clearly shaped 
by both tributary loads and exchanges with Lake Michigan. The southern bay shows high TSS concen-
trations because the Fox River acts as a main point source of sediments. The Fox River plume tends to 
flow along the eastern shore because of counterclockwise circulation in the southern bay driven by wind 
direction and the Coriolis effect, and consequently, TSS concentration is normally higher in the eastern 
nearshore areas of lower Green Bay. Upper Green Bay is more influenced by current and wave exchanges 
with Lake Michigan. Sediment transport is higher through the channels on the north side of the connecting 
straits, because of higher shear stresses in that area.

Data Availability Statement
Lake Michigan bathymetry and shoreline data are obtained from NOAA National Geophysical Data Center 
(http://maps.ngdc.noaa.gov/viewers/bathymetry/). Input meteorological forcing data are based on NOAA 
National Centers for Environmental Information (https://www.ncei.noaa.gov/). Buoy observations were 
also downloaded from NOAA National Data Buoy Center (https://www.ndbc.noaa.gov/), Great Lakes 
Observing System (https://uwm.edu/glos/), lakestat monitoring program (http://www.lakestat.com/), 
and USGS National Water Information System (NWIS) database (https://waterdata.usgs.gov/nwis). River 
inputs are also based on the USGS NWIS database. Lake Michigan water level data is downloaded from 
NOAA Tides and Currents data set (https://tidesandcurrents.noaa.gov/stations.html?type=Water+Levels). 
Turbidity and TSS in situ observations at the mouth of Fox River are provided based on personal commu-
nications with Dr. Sarah Bartlett at the NEW Water (http://newwater.us/programs-initiatives/aquatic-mon-
itoring-program/). MODIS imagery products are obtained from the NASA EARTHDATA platform (https://
earthdata.nasa.gov/).
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